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Abstract: A test plays a significant role in education since it determines the success of instruction and sorts students’ grades. 

However, constructing a high-order quality test for educators who are not teacher professionals is not simple. The research 

employs a descriptive design, utilising an online questionnaire distributed to 31 educators without formal teaching training 

who managed to respond from learning institutions in Dodoma City. The study's objectives include assessing the impact of the 

lack of formal training on the quality and effectiveness of test items, examining the alignment of test questions with learning 

objectives, and exploring the factors influencing the implementation of Bloom's Taxonomy in test construction. Findings 

indicate that most educators (74.2%) struggle to formulate unambiguous questions, while 67.7% find it difficult to develop 

competing test distractors. However, some educators feel confident in designing effective assessments without formal training. 

Based on the study findings, the study concludes that there is a need for professional development initiatives to enhance 

educators' competencies in test construction.  
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1. Introduction  
 

Competency in test construction is an important skill all 

higher learning educators require to evaluate learning and 

instructional objectives effectively. Test construction skills 

for teachers play a vital role in students' assessment, 

focusing on factual knowledge, comprehension of 

concepts, computational proficiency, proper application of 

methodologies, and practical skills (Apostol et al., 2023; 

Hamafyelto et al., 2015; Iqbal et al., 2022; Kissi, 2020; 

Monica, 2021). Other studies show that test construction 

ability and quality are fundamental tools any teacher 

requires if teaching and learning goals are to be achieved. 

However, it is impossible for teachers who are not 

competent in the arts and science of test construction to 

construct quality tests (Amani et al., 2021; Kapinga & 

Kimaro, 2019). The assessment process, which uses 

various techniques and tools to measure students' learning 

across different activities, serves the primary purpose of 

providing feedback to both the teacher and the student and 

grading the student (Bharti, 2024; Fuentealba, 2011; 
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Hamafyelto et al., 2015; Yambi & Yambi, 2020). An 

assessment for learning denotes an evaluative process 

designed to furnish teachers with information conducive to 

modifying learning activities, empowering them to shape 

the learning process (Abubakar et al., 2022; Munna & 

Kalam, 2021; Nwani et al., 2022).  

 

Research shows that in any learning setting, tests are 

primary instruments of evaluation to aid in the 

measurement of students' learning since they aid teachers 

in evaluating students' comprehension and grasp of a 

subject (Ehigbor & Obaze Agbonluae, 2023; Quansah & 

Amoako, 2018; Ragma & Valdez, 2023). A test is an 

assessment tool a teacher uses to gather students' feedback 

and use the data to establish students' learning issues and 

prepare for subsequent teaching (Ehigbor & Obaze 

Agbonluae, 2023; 2015; Gichuhi, 2014; Kissi, 2020; Sibo, 

2019). Research further indicates that tests give important 

feedback to pupils, teachers, parents, and communities, 

helping to evaluate the quality of education and 

performance of students (Kellenberg & Mobarak, 2011; 

Kissi et al., 2023; Mamoon-Al-Bashir et al., 2016; Obilor, 

2019). Ehigbor & Obaze Agbonluae (2023) and Opie et al. 

(2021) also suggest that the test evaluates an individual's 

performance in a particular acquired area or ability. Studies 

observed the significant impact of test information on 

instructional and managerial decision-making that calls for 

teachers' mastery of the principles and techniques 

employed in test construction (Adebunmi, 2020; 

Mpuangnan, 2024; Ragma & Valdez, 2023). 

 

College instructors should be capable of crafting test 

questions to prompt students to solve problems for others 

and themselves, according to the established system of 

Bloom's taxonomies of education (Opie et al., 2021; 

Quansah et al., 2019; Quansah & Amoako, 2018; Setiyana 

& Muna, 2019). According to Hoque (2017) and Murphy 

et al. (2023), Bloom's taxonomy model covers cognitive, 

psychomotor, and affective domains. Teachers should 

incorporate questions across all three areas as they create 

items for tests, employing action verbs that test lower and 

higher order of thinking, capability, and attitude (Coleman, 

2017; Mutakin & Rahman Hakim, 2020; O'Neill & 

Murphy, 2010). Bloom’s Taxonomy framework is the 

standard for the design of test and assessment items, and 

educators are required to develop test items based on its 

principles (Chandio et al., 2021; Mutakin & Rahman 

Hakim, 2020; O'Neill & Murphy, 2010). Benjamin Bloom 

developed three primary learning domains to enhance 

learners' competencies (Bloom et al., 1984; Opie et al., 

2021; Quansah & Amoako, 2018). Other studies update 

that the cognitive domain emphasises knowledge and 

mental skills and consists of six levels: remembering, 

understanding, applying, analysing, evaluating, and 

creating (Chandio et al., 2021; Gichuhi, 2014; Sibo, 2019), 

as the affective domain focuses on emotion, attitudes, and 

feelings, encouraging teachers to pose questions that 

stimulate the learners' problem-solving abilities for 

themselves and others (Chandio et al., 2021; Coleman, 

2017). Besides, the psychomotor domain highlights the 

ability to perform tasks using body muscles and 

encompasses levels such as perception (awareness), set, 

guided response, mechanism, complex overt response, 

adaptation, and origination (Gichuhi, 2014; Quansah & 

Amoako, 2018; Sibo, 2019). According to Kiss (2020) and 

Sibo (2019), teacher-made tests require a good 

understanding of Bloom's taxonomy to ensure 

comprehensive scheme coverage during testing. 

 

Studies conducted in Nigeria and Ghana on the teacher's 

competence in test constructions show that teachers by 

profession tend to construct effective evaluative 

instruments more than non-professional teachers 

(Hamafyelto et al., 2015; Quansah et al., 2019; Sibo, 2019). 

Professional instructors typically utilise various 

assessment methods effectively, a practice that is less 

common among non-professional instructors (Sibo, 2019). 

A study by Hamafyelto et al. (2015) found that some 

instructors in Nigerian schools create inadequate tests, 

while others rely on copied test items due to insufficient 

expertise in test design.  Other studies indicate that test 

construction is a significant source of poor testing among 

many school teachers, especially less experienced teachers 

(Ehigbor & Obaze Agbonluae, 2023; Quansah et al., 2019). 

On the other hand, Capan Melser et al. (2020), Dibattista 

and Kurzawa (2011) and Sibo (2019) claim that poorly 

designed tests would result in low-quality classroom-based 

examination performance. A study by Gichuhi (2014) 

found that out of 38 teachers, 30 (78.9%) in Kiambu 

County in Kenya were unsure if they had the necessary 

skills and competencies to design tests in their subjects.  

Gichuhi’s study further reveals that although most teachers 

had heard about Bloom's Taxonomy, only 10.5% 

incorporated it into their testing methods (Gichuhi, 2014). 

 

Studies in Ghana have determined that teachers fail to 

uphold testing principles and, therefore, score low in 

testing practice (Asamoah-Gyimah, 2022; Quansah et al., 

2019). Adebunmi (2020) and Hamafyelto et al. (2015) 

confirm that there exists a general concern regarding the 

shortage of test construction skills among educators in 

various study areas and levels of study in most developing 

nations. Adebunmi (2020) identifies that low-quality test 

items are a significant issue in that the application of poor 

items to gauge accomplishment can lead to mistakes in 

reporting students' accomplishment. To protect the 

accomplishment of learning by students and the success of 

the assessment process, this study investigated non-

professional teachers' challenges in crafting multiple-

choice, multiple-true-false, and true-false test tasks in 

Tanzanian institutions of higher learning. Specifically, the 

study seeks to; identify the General issues faced by non-
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professional instructors in constructing Multiple-Choice 

(MC), Matching Item (MI), and True-False (TF) Test 

Formats to the clarity of questions, relevance, and 

congruence with learning objectives; identify how the lack 

of formal instruction in test construction affects the quality 

and efficiency of the test items in terms of the factors of 

question validity, reliability, and potential biases; and 

determine the factors influencing the use of Bloom's 

Taxonomy for teacher tests in their areas of study. 

 

2. Literature Review 
 

This study draws its foundation from Bloom's Revised 

Taxonomy framework by Anderson and Krathwohl (2001) 

and Biggs' constructive alignment theory (1996). Anderson 

and Krathwohl's taxonomy emphasise that instructors need 

to design assessment activities that are congruent with 

cognitive levels, ranging from recalling to creating. 

Constructive alignment, however, demands congruence 

among learning outcomes, teaching strategies, and 

assessment activities. These experts suggested that 

pedagogically unprepared teachers could develop low-

level test items, which could contribute to affecting student 

learning outcomes. Haladyna et al. (2022) opine that test 

development requires measurement and assessment 

professionals trained to develop reliable, valid, and face-

valid tests. Rubeba (2024) also adds that educators who are 

developing objective test formats need to be proficient in 

the skill of constructing high-quality ordered items to 

measure a wide range of cognitive levels. 

 

Research indicates that instructors who lack pedagogical 

training lack the competence required to create high-

quality ordered tests that demonstrate reliability, validity, 

and face validity (Rubeba & William, 2019; Fields, 2019; 

Quileste et al., 2020). A study conducted by Amani et al. 

(2021) indicates that even professional teachers have 

challenges designing high-quality ordered tests in line with 

the test grid (table of specifications), particularly those 

without pedagogical training. Rubeba (2024) suggests that 

the teachers reflect on whether an objective or subjective 

presentation will be most appropriate for evaluating 

students' progress in learning, as well as providing 

feedback to teachers and students. Therefore, in 

formulating such test tasks, teachers should abide by the 

test construction rules by having a test grid (table of 

specifications) apportion questions according to the 

provided learning domains. Amani et al. (2021) also add 

that instructors are most likely not skilled at developing 

high-quality classroom tests, particularly in using tables of 

specification and test-item analysis. During a study by 

Kembo (2020), Mwakamele (2018), and Rubeba (2024), it 

was discovered that Tanzanian higher institutions' lecturers 

are inclined to use poorly developed objective test items 

due to the fact that they have minimal knowledge of 

Bloom's Taxonomy. 

 

Biku et al. (2018) and Fialho et al. (2023) argue that 

inexperienced teachers rely more on instinct than on 

following systematic testing templates. Sanga (2016) 

suggested that schools implement tailor-made programs to 

introduce and familiarise educators with effective 

instructional approaches and assessment methods to assist 

them in creating high-quality test tasks in line with 

expected learning objectives. Despite considerable 

research efforts in Tanzania in the area of test construction 

incompetence in secondary schools, there has been an 

enormous gap in the literature concerning higher learning 

institutions, particularly for instructors not formally 

pedagogically trained. This research aims to bridge that 

gap. 

 

3. Methodology 
 

3.1. Design  
 

Research design is the procedure involved in the research 

process: data collection, analysis, and report writing (Chali 

et al., 2022; Creswell, 2014). The research design in this 

study is descriptive. According to Creswell (2013), a 

descriptive design is a detailed method that systematically 

explains and describes the research object. Descriptive 

research describes and interprets things, such as the 

condition of a thing or relationship, opinions that develop, 

an effect that occurs, and ongoing trends in the community 

(Cresswell, 2014). This design provides a detailed and 

accurate picture of the challenges faced by non-

professional teacher lecturers in constructing MC, MI, and 

TF test formats.  

 

3.2. Population and Sampling  
 

The study was conducted in Dodoma City, the capital of 

Tanzania, using higher learning institutions within the city. 

The target population was all educators who did not have 

formal training as teachers. Online questionnaires were 

sent to institutions through institutional websites and to 

colleagues working in those institutions. As described by 

Alessi (2010) and Tanner (2018), convenience sampling 

was the best technique to use when a survey is posted on a 

website, and all visitors are invited to respond or when an 

invitation to participate is circulated. Using an online 

survey, respondent anonymity is preserved, and responses 

may be more candid. As Dillman et al. (2009) and Ritter & 

Sue (2007) describe, using institutional websites tends to 

make response rates for online surveys relatively low.  
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3.3. Data Collection Method  
 

The research employed quantitative research design, 

prudently structured to gather measurable data. This 

approach was effectively implemented through an online 

questionnaire survey, which was designed to capture a wide 

range of responses from participants. The survey included 

a series of carefully formulated questions aimed at 

gathering specific information and insights related to the 

study's objectives. An internet-based survey contained 

three parts: Part A gathered individual information for 

demographic analysis, part B dealt with identification of 

issues faced by teachers in test design using open-ended 

questions to restrict response, and Part C employed a five-

point Likert scale for assessing agreement or otherwise of 

the teachers' response with statements related to aims of 

cognitive levels of Bloom's Taxonomy in constructing test 

items. 

 

3.4. Data Analysis 
 

The research data were analysed using descriptive statistics 

(e.g., percentages, frequencies, mean score and standard 

deviations). The inferential statistical tests, such as t-tests, 

were also employed to find significant differences in what 

challenges lecturers face based on their academic 

discipline, teaching experience in years, and the type of test 

formats. Further, regression analysis was done to find out 

how variables like knowing Bloom's Taxonomy, 

institutional help, and not receiving any formal training 

affect teachers in using the Bloom's Taxonomy framework 

when designing tests. 

4. Results and Discussion 
 

4.1. Social demographic characteristics 
 

The research accounted for some variables in terms of 

demographic attributes, including gender, level of 

education, and teaching experience, as indicated in Table 1. 

This overview gives an account of the respondents' 

demographic profile and information about the distribution 

of significant demographic variables in the study 

population. Regarding gender representation, the data 

reveal a notable gender disparity, with the majority of 

respondents being male (74%), while females accounted 

for a slightly smaller proportion (32.26%). Examining the 

education level of respondents, the data revealed that most 

respondents (74%) have a master's level, followed by those 

with PhD qualifications, accounting for 19.4%. However, 

a low percentage of PhD holders (19.4%) indicates that not 

all educators know educational assessment or pedagogy 

training. The lack of formal training for many educators 

can lead to challenges in designing impactful multiple-

choice (MC), multiple-item (MI), and true-false (TF) tests. 

In addition, Bachelor's degrees accounted for 12.9% of the 

total respondents. It was observed that most respondents 

had five to ten years of teaching experience (64.52%), 

while 19.35% and 16.13% had one to five-ten years and 

above. The findings imply that educators with 1 to 5 years 

of teaching experience may lack comprehensive expertise 

in high-quality test design compared to their counterparts 

with 10 or more years of experience in the field. 

 

Table 1: Social demographic characteristics of respondents 

Variables   

Freq. 

 Percent 

Sex 

 

Male 21 67.74% 

Female 10 32.26% 

Educational Level 

 

Bachelor’s degree 4 12.90% 

Master’s degree 21 67.74% 

PhD 6 19.35% 

Working Experience 

 

1-5 6 19.35% 

6-10 20 64.52% 

11 and above 5 16.12% 

 

 

4.2 Common challenges faced by non-

professional teachers in constructing 

objective questions 

Competence in constructing an item test becomes an 

absolute requirement every educator in higher learning 

institutions must possess, regardless of formal training 

attained. However, developing great items of objective 

tests requires significantly more ability, effort, and time. 

test is not easy work. Tables 2 and 3 underline non-

professional educators' prevalent challenges in 

constructing objective assessments. The data indicate that 

the majority of teachers (61.29%) administer two tests per 

semester, while 38.71% conduct three or more tests within 
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the same period. Regarding the duration allocated for test 

construction, the findings show that most educators 

(58.06%) dedicate several days to this task, 9.68% invest a 

single day, 25.81% spend a few hours, and 6.45% allocate 

just a few minutes. Furthermore, many educators (74.2%) 

reported that they sometimes struggle to formulate 

unambiguous questions, while only 6.5% and 9.7% stated 

they never or rarely face such difficulties.  

 

Table 2: Common challenges facing non-professional teachers in constructing objective questions 

Average tests constructed by Educators per term Freq. Percent 

Two tests 19 61.29 

Three tests and the Above 12 38.71 

Time taken by an educator to construct one test in a subject area  

Few minutes 2 6.45 

A few hours 8 25.81 

A day 3 9.68 

A number of days 18 58.06 

How educators struggle to formulate clear, unambiguous questions for their MC, MI, and TF tests 

No 10 32.26 

Yes 21 67.74 

 

 

Furthermore, we ran multiple responses on the common 

issues encountered when creating multiple-choice (MC), 

multiple-answer (MI), and true-false (TF) test questions. 

The results showed that 83.9% of respondents were 

concerned about the Difficulty of creating plausible 

distractors (for MC). This was followed by ambiguity in 

question-wording, which 54.8% of respondents noted.  

 

Table 3: Common Issues Encountered when creating MC, MI and TF Questions 

Challenges  Freq Percent Percent of Cases 

Ambiguity in question-wording 17 27.9% 54.8% 

Difficulty in creating plausible distractors (for MC) 26 42.6% 83.9% 

Ensuring fairness and a lack of bias 12 19.7% 38.7% 

Misalignment with learning objectives 6 9.8% 19.4% 

Total 61 100.0% 196.8% 

 

Besides, the study performed a descriptive statistic of mean 

and standard deviation to measure educators’ confidence 

level in preparation for the MC, MI and TF test questions 

without formal educational measurement and assessment 

training. The results show that the mean score of all 

measured variables was above the midpoint (3) with an 

average standard deviation of 0.7, although there is some 

variability. This signifies that the majority of educators are 

comfortable designing effective assessments, while others 

may feel less equipped, particularly in the absence of 

formal training, as detailed in Table 4. 
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Table 4: The absence of formal training in test construction impacts the quality of test items, including their validity, 

reliability, and biases 

 

Variable  Obs  Mean  Std. 

Dev. 

Min Max  

How confident do educators feel about the validity of their test 

questions? 

31 3.516 .724 2 5 

How confident are educators in their test questions to yield 

consistent results across different student groups and times 

31 3.419 .672 2 5 

How often do educators review test questions for biases that 

may disadvantage certain student groups?  

31 2.903 1.012 1 5 

How does a lack of formal training in test construction affect 

student performance and learning outcomes? 

31 3.452 .888 2 5 

How often do educators receive feedback on their test questions, 

and how do they use this feedback to improve test construction 

skills 

31 2.484 1.122 1 5 

 

4.3 Factors influencing the 

implementation of Bloom's Taxonomy 

in teacher tests  
 

The multiple responses were performed on educators' 

challenges when applying Bloom's Taxonomy to their test 

questions. The results showed that Time constraints were a 

common concern for 64.5 % of respondents. This was 

followed by Difficulty in creating higher order thinking 

questions, which was noted by 61.3% of respondents. 

 

Table 5: Challenges educators encounter when applying Bloom's Taxonomy to test questions 

Challenges Educators Encounter  Freq Percent Percent of 

Cases 

Time constraints 20 35.7% 64.5% 

Lack of familiarity with the taxonomy 12 21.4% 38.7% 

Difficulty in creating higher-order thinking questions 19 33.9% 61.3% 

Limited resources or examples 5 8.9% 16.1% 

Total 56 100.0% 180.6% 

 

In addition, multiple responses regarding support or 

resources for improving skills in creating clear, relevant, 

and aligned questions were also made. The results showed 

that the majority of respondents, scoring 83.9%, mentioned 

professional development workshops. However, 

mentorship from experienced educators and access to a 

bank of questions and templates were 9.7% and 16.1%, 

respectively, as detailed in Table 6.  
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Table 6: Type of support or resources educators need to improve their skills in creating clear, relevant, and aligned 

test questions 

Type of support or resources required 

 

Freq Percent Percent  

of Cases 

Professional development workshops 26 46.4% 83.9% 

Mentoring from experienced educators 8 14.3% 25.8% 

Peer collaboration and review 6 10.7% 19.4% 

Online resources or tutorials 8 14.3% 25.8% 

Access to question banks and templates 5 8.9% 16.1% 

Experienced educators 3 5.4% 9.7% 

Total 56 100.0% 180.6% 

 

4.4 Association between Factors 

Influencing the Implementation of 

Bloom's Taxonomy and Education 

Level 
 

The study further investigated the relationship between 

factors influencing the implementation of Bloom's 

Taxonomy and education level, as shown in Table 4. A Chi-

square test for association was conducted, revealing a p-

value of less than 0.05, which indicates a significant 

association with educational level. The results showed that 

both familiarity with the different levels of the Cognitive 

Bloom's Taxonomy Domain (which include Remembering, 

Understanding, Applying, Analyzing, Evaluating, and 

Creating) and the frequency of using Bloom's Taxonomy 

as a framework for designing test questions were 

significantly associated with education level (p-value less 

than 0.05). This suggests that as education level increases, 

familiarity with the various levels of Bloom's Taxonomy 

and the frequency of its application in test design also 

increases. The findings suggest that educators with a 

bachelor's degree often lack familiarity with Bloom's 

Taxonomy framework, unlike those with a Master's or 

PhD, who report similar levels of familiarity. This implies 

that as educators further their education, they encounter 

various learning and assessment theories, which they apply 

in their professional practices. On the other hand, other 

factors did not show significant associations. 
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Table 7: Association between Factors influencing the implementation of Bloom's Taxonomy and 

Education Level 

 

 Items  

Educational level   

Bachelor Master’s PhD Chi-square Sig 

N Percent N % N %   

Ever heard of Bloom’s Taxonomy 

Domain 

Yes 4 80.0% 17 85.0% 4 66.7%  

0.995 

 

0.608 No 1 20.0% 3 15.0% 2 33.3% 

Familiarity with the different 

levels of Bloom's Cognitive 

Taxonomy Domain (e.g., 

remembering, understanding, 

applying, analysing, evaluating, 

creating) 

I am not familiar at 

all 

0 0.0% 2 10.0% 1 16.7%  

 

 

3.737 

 

 

 

0.012 

Slightly familiar 3 60.0% 6 30.0% 3 50.0% 

Moderately 

familiar 

1 20.0% 7 35.0% 2 33.3% 

Very familiar 1 20.0% 5 25.0% 0 0.0% 

Extremely familiar 0 0.0% 0 0.0% 0 0.0% 

Use Bloom's Taxonomy as a 

framework when designing test 

questions 

Never 0 0.0% 2 10.0% 2 33.3%  

 

5.888 

 

 

 

0.040 

 

Rarely 1 20.0% 5 25.0% 1 16.7% 

Sometimes 3 60.0% 7 35.0% 3 50.0% 

Often 0 0.0% 2 10.0% 0 0.0% 

Always 1 20.0% 4 20.0% 0 0.0% 

Institutional support provides 

resources or training on using 

Bloom's Taxonomy for test 

construction 

Not supportive at 

all 

1 20.0% 2 10.0% 1 16.7%  

 

 

2.497 

 

 

 

0.869 

Slightly supportive 2 40.0% 7 35.0% 3 50.0% 

Moderately 

supportive 

1 20.0% 9 45.0% 2 33.3% 

Very supportive 1 20.0% 2 10.0% 0 0.0% 

Extremely 

supportive 

0 0.0% 0 0.0% 0 0.0% 

 

4.5 Association between Factors 

influencing the implementation of 

Bloom's Taxonomy and teaching 

experience 
 

The study examined the relationship between factors 

influencing the implementation of Bloom's Taxonomy and 

teaching experience, as shown in Table 5. A Chi-square test 

for association was used, revealing a p-value of less than 

0.05, which indicates a significant association with 

teaching experience. The results show that both familiarity 

with the different levels of the Cognitive Bloom's 

Taxonomy Domain (e.g., Remembering, Understanding, 

Applying, Analysing, Evaluating, Creating) and the 

frequency of using Bloom's Taxonomy as a framework for 

designing test questions are significantly associated (p-

value less than 0.05) with teaching experience. This 

suggests that as teaching experience increases, so does 

familiarity with the levels of Bloom's Taxonomy and the 

frequency of its use in question design.  
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Table 7: Association between Factors influencing the implementation of Bloom's Taxonomy and teaching experience 

 

  Items  

Teaching experience t-test 

1 - 5 years 5 - 10 years 

10 years and 

above 

Chi-square Sig 

N % N % N %   

Ever heard of Bloom's Taxonomy 

Domain 

Yes 4 66.7% 16 80.0% 5 100.0%  

1.956 

 

0.376 No 2 33.3% 4 20.0% 0 0.0% 

Familiarity with the different levels of 

Bloom's Cognitive Taxonomy 

Domain (e.g., remembering, 

understanding, applying, analysing, 

evaluating, creating) 

I am not familiar 

at all 

1 16.7% 2 10.0% 0 0.0%  

 

 

 

11.091 

 

 

 

 

0.046 

Slightly familiar 4 66.7% 6 30.0% 2 40.0% 

Moderately 

familiar 

1 16.7% 9 45.0% 0 0.0% 

Very familiar 0 0.0% 3 15.0% 3 60.0% 

Extremely 

familiar 

0 0.0% 0 0.0% 0 0.0% 

Use Bloom's Taxonomy as a 

framework when designing test 

questions 

Never 1 16.7% 2 10.0% 1 20.0%  

 

6.808 

 

 

 

0.038 

 

Rarely 3 50.0% 4 20.0% 0 0.0% 

Sometimes 2 33.3% 9 45.0% 2 40.0% 

Often 0 0.0% 1 5.0% 1 20.0% 

Always 0 0.0% 4 20.0% 1 20.0% 

Institutional support in providing 

resources or training on the use of 

Bloom's Taxonomy for test 

construction 

Not supportive at 

all 

0 0.0% 2 10.0% 2 40.0%  

 

 

 

6.329 

 

 

 

 

0.558 

Slightly 

supportive 

3 50.0% 8 40.0% 1 20.0% 

Moderately 

supportive 

3 50.0% 7 35.0% 2 40.0% 

Very supportive 0 0.0% 3 15.0% 0 0.0% 

Extremely 

supportive 

0 0.0% 0 0.0% 0 0.0% 

 

Additionally, how frequently educators utilise Bloom’s 

Taxonomy as a framework for developing high-quality 

order test questions correlates significantly with their 

teaching experience. Educators with 10 years or more 

teaching experience frequently use this framework for 

designing their tests of this framework, compared to 50% 

of educators with 1 to 5 years of experience, who indicated 

that they rarely employ it. Notably, other factors explored 

in the study, such as the availability of institutional support 

and resources for implementing Bloom’s Taxonomy, did 

not show significant associations. Besides, the study 

performed a Logistic model fit Test of factors influencing 

the implementation of Bloom's Taxonomy as detailed in the 

Hosmer and Lemeshow Test in Table 9. 

 

Table 9: Hosmer and Lemeshow Test 

Model Chi-Squire df Sign. 

Factors influencing the implementation of Bloom's Taxonomy 15.0713 5 0.15 

 

At the 5% significance level, no significant evidence 

suggests that the logistic regression model does not fit the 

data well. In other words, the Hosmer and Lemeshow Test 

indicates that the model fits the data adequately, meaning 

that the predicted values are reasonably close to the 

observed values. Therefore, based on this test, the model 

can be considered a good fit for the data. 
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Table 8: Logistic regression equation showing the factors influencing the implementation of Bloom's Taxonomy 

 

Use Boom Taxonomy  Odds ratio  St. Err.  t-value  p-value  [95% Conf  Interval 

Familiar with Boom Taxonomy  6.525 6.494 1.88 .042 1.928 45.887 

Institution Support  2.416 2.453 0.87 .03 1.33 17.677 

Lack of formal Training  .319 .281 1.29 .01 1 .056 1.8 

Constant  1.585 6.26 7.12 .007 .001 3655.123 

        

 Mean dependent var 0.677 SD dependent var  0.475 

 Pseudo r-squared  0.260 Number of obs   31 

 Chi-square   10.134 Prob > chi2  0.017 

 Akaike crit. (AIC) 36.852 Bayesian crit. (BIC) 42.588 

 

In this model, the variable familiarity with Bloom's 

Taxonomy shows a strong positive relationship with the 

likelihood of using Bloom’s Taxonomy in test construction. 

The odds ratio for familiarity is 6.525, meaning lecturers 

familiar with Bloom's Taxonomy are approximately 6.5 

times more likely to use it in their test creation than those 

unfamiliar with the framework. The p-value of 0.042 is 

below the 0.05 significance threshold, indicating that this 

relationship is statistically significant. This suggests that 

familiarity with Bloom's Taxonomy is a crucial factor in its 

implementation, and those who clearly understand the 

framework are much more likely to incorporate it into their 

assessments. The 95% confidence interval [1.928, 45.887] 

does not include 1, further supporting the conclusion that 

familiarity significantly influences the likelihood of using 

Bloom's Taxonomy. 

 

On the contrary, Institutional support also plays a 

significant role in the adoption of Bloom's Taxonomy. The 

odds ratio of institutional support is 2.416, indicating that 

lecturers with support from their institutions are about 2.4 

times more likely to adopt Bloom's Taxonomy than those 

without any such support. The p-value of 0.03 is less than 

0.05, and therefore, this is statistically significant at the 5% 

level. This finding suggests that institutional support, 

whether in training, resources, or motivation, can play an 

enormous positive role towards lecturers' use of Bloom's 

Taxonomy. The 95% confidence interval [1.33, 17.677] 

corroborates the significance of this relationship, as it does 

not include 1. 

 

Moreover, the variable lack of formal training in 

educational assessment negatively affects the possibility of 

using Bloom's Taxonomy. The odds ratio of lack of formal 

training is 0.319, which means that lecturers who lack 

formal training in educational assessment are 

approximately 68% less likely to use Bloom's Taxonomy 

than their counterparts who have received formal training. 

The p-value 0.01 is below 0.05, indicating that this factor 

is statistically significant at the 5% significance level. This 

shows that formal training in educational measurement is 

an important factor in enabling lecturers to apply Bloom's 

Taxonomy in test construction effectively. The 95% 

confidence interval [1.056, 1.8] suggests that this factor has 

a significant impact, as the confidence interval does not 

include 1. 

 

The performed model indicates that the constant term in the 

logistic regression equation represents the baseline odds of 

using Bloom’s Taxonomy when all the predictors 

(familiarity, institutional support, and formal training) are 

at their reference values (i.e., no familiarity, no institutional 

support, and lack of formal training). The odds ratio for the 

constant is 1.585, suggesting a baseline likelihood of using 

Bloom’s Taxonomy even when the predictors are not in 

favour. The p-value of 0.007 is below 0.05, indicating that 

the constant term is statistically significant. However, the 

constant’s practical interpretation is limited since it 

represents the baseline level of use when other factors are 

at reference levels, and the other predictors influence its 

value in the model. 

 

In addition, the model Fit Statistics on the Pseudo R-

squared value of 0.660 indicates that the model explains 

66% of the variance in the dependent variable, i.e., the 

likelihood of using Bloom’s Taxonomy. While this is a high 

level of explanatory power, it does suggest that the 

predictors included in the model (familiarity, institutional 

support, and lack of formal training) account for a 

moderate portion of the variance. The Chi-square statistic 

of 10.134 with a p-value of 0.017 indicates that the model 

as a whole is statistically significant. This means that the 

factors included in the model have a meaningful impact on 
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the likelihood of implementing Bloom's Taxonomy, and the 

model fits the data well. 

 

5. Conclusion and Recommendations 
 

5.1 Conclusion 
 

Testing students' learning achievements cannot be under-

emphasised because teaching and learning can never be 

complete without it. Although some educators have 

undergone training, many struggle to formulate clear, 

relevant, and aligned test questions for accurately assessing 

student learning outcomes. Difficulties in creating 

unambiguous questions, formulating plausible distractors, 

and aligning questions with course content and learning 

objectives were reported to be major obstacles. Although 

educators seem to struggle to construct high-quality 

objectives and questions, the lack of formal training in 

educational assessment has emerged as a critical factor 

contributing to these challenges. However, some educators 

do not know much about applying Bloom's Taxonomy, 

with many educators not fully utilising this framework to 

guide their assessment practices. 

  

5.2 Recommendations  

 

Test construction still seems challenging for many 

educators in higher learning institutions. Therefore, the 

study recommends that educational institutions organise 

regular professional development workshops on 

assessment design and item construction to enhance 

educators' skills; educators should be reminded to follow 

stipulated test construction procedures set by their 

institutions and use the skills attained from their various 

training to set their tests; new staff should be oriented on 

the stipulated test construction procedures the institution 

had the necessities of adhering to them; and institutions 

should strengthen feedback systems that allow lecturers to 

receive constructive critiques on their test items from peers 

or external examiners, which will help improve clarity and 

relevance. 
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